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Noisy Image & Overfitting

• Foreground-Background Disentanglement
We show an effective approach to enable disentanglement between foreground 
and background. It is now possible to reliably control scene without subject 
degradation

• Clean Image
Our proposed method capable of creating noiseless image and providing more 
flexible semantic control through the new hyperparameters

• Insightful Evaluation
Varying prompt evaluation opens a new insight along with the existing 
evaluation methods

Foreground-Background Entanglement

Motivation

Invariont Prompt Evaluation

Varying Prompt Evaluation

Image Preparation Supervision Mechanisms

• High artifacts and noise on image generations
• Image Background-Foreground almost identical to 

the instance images

• Background information also learned by the model
• Manipulation towards foreground also applied to the 

background and vice versa
• Decreasing learning rate decrease both foreground and 

background alignment towards the prompt and object
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• Create reliable inanimate object image generation
• Mimic product photoshoot by utilizing Diffusion Model on 

both foreground and background. This approach enable 
broader flexibility compare to just background inpainting

• Promote lightweight fine-tuning technique so that the 
method is more accessible to a wider range of user.

• We adopt and extends Dreambooth’s 
training image preparation scheme

• Create variations of provided instance 
image by changing background color to 
add variations while retaining 
lightweightness

• Provide more explicit prompting by 
separating foreground and background on 
different clause

• Reconstruction Loss → Rather than using MSE, we use inverse gaussian to 
calculate deviations between real and predicted noise for instance images

• Prior Preservation Loss → Standard Diffusion MSE loss between the real and 
predicted noise for preservation images

• Perceptual Loss → Utilizing EfficientNetB1 to calculate perceptual image, this loss 
only applied to certain amount of steps to prevent overfitting

• Latent Discriminator Loss → We introduce a light transformer based  
discriminator to discriminate straight on the latent space. This latent discriminator 
is pre-trained with modified image such as negative color, removed 
background/foreground. This is done to produce a foreground-focused model

• To enable evaluation across different prompts, we 
propose a novel evaluation mechanism that 
sample prompt from a pre-defined prompt 
template. This prompt then can be applied to the 
existing metrics such as DINO, CLIP-T, CLIP-I, FID, 
LPIPS, SSIM, and PSNR.

• The prompt part consist of Image type, 
background information, and style information

• This approach is intended to be used as a 
complementary insight towards the existing 
methods

We view quantitative metrics as a supplementary insight 
rather than an absolute measure of the model overall quality. 
In some cases lower score is expected, for instance varying 
prompt often overfitted image scores higher than images that 
able to align better to the given prompt.
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