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Virtual try-on, a growing computer vision field, enhances e-commerce by allowing exact
garment warping and seamless interaction with the human body. Existing approaches like
TPS and flow handle garment warping but neglect contextual variables. The graph-based O
warping module warps the straight cloth which 1s utilised by the . The proposed technique
uses a latent diffusion model to construct the final tryon, treating garment transfer as an
inpainting task. The diffusion model 1s conditioned with decoupled cross attention based O

Abstract

inversion of visual and textual information.
Contributions

e We introduce a Graph based flow warping module(GFW), that guides the f low warping
by providing pixel neighbourhood context into source and reference. To the best of our
understanding, we are the first to introduce graph based technique for garment warping.

e We propose Occlusion Aware warp Loss(OWL) to enable the complete warped garment

learning in case of self-occlusion present in ground truth garments.

e We propose a Decoupled Cross Attention Adaptor (DCAA), enriching latent space

inversion for a realistic tryon.

e Extensive experimentation and rigorous validation demonstrates that our method
achieves state-of-the-art performance compared to existing prominent methods.

stage.

Methodology

The proposed methodology consists of two stages, namely the warping and try-on generation

Stage 1 : As shown 1n architecture diagram the stage one consists of the graph based warping
module which utilises the offsets calculated from GFW module to warp the straight garment.
This warped garment is utilised as the garment input for tryon stage.

Stage 2 : This stage caters to the final tryon generation as an inpainting task utilising the
warped garment input. The diffusion model utilises the textual inversion for garment
type(upper/lower) and garment features which are utilised to compute decoupled coss
attention guiding the generation in diffusion model. Along with the warped input the unet
encoder utilises the human keypose points, binary human body mask and inpainting mask as
the inputs to stage 2. The resulting inpainted 1mage 1s the final try-on generation..
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latents pace information, leading
to realistic try-on synthesis.
Occlusion Aware Warp Loss
(OWL) effectively handles
self-occlusion, ensuring finer
garment learning and seamless
integration onto the human
body.

Our contributions significantly
improve the seminal work done
by previous approaches by
proposing novel graph-based
framework for garment warping
and 1introducing novel pose
try-on synthesis using diffusion
models.
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